
Chapter 2

Principles of Magnetic Resonance Imaging

2.1 Introduction

The property of Nuclear Magnetic Resonance (NMR) was first described by Purcell [1] and Bloch
[2] in 1946, work for which they received the Nobel prize in 1952. Since then NMR has become a
powerful tool in the analysis of chemical composition and structure. In 1973 Lauterbur [3] and
Mansfield [4] used the principles of NMR to describe a technique for determining physical
structure. Since then Magnetic Resonance Imaging (MRI) has been used in many biomedical,
chemical and engineering applications. 

In this chapter the theoretical foundations, first of nuclear magnetic resonance and then magnetic
resonance imaging are explained. Then the practical implementation of MRI is outlined, and an
explanation of the artefacts that affect MR images given. The chapter ends with a discussion of the
safety of MRI as a medical imaging modality. This chapter serves only as an outline of the basic
principles of nuclear magnetic resonance spectroscopy and imaging. More detail is found in the
standard texts on the subject, such as those by Abragamm [5], and Callaghan [6]. 

2.2 Nuclear Magnetic Resonance

2.2.1 The Quantum Mechanical Description of NMR

The quantum mechanical description of atomic nuclei, as described by Dirac in 1930, predicted the
property of spin angular momentum. In fact the property of electron spin was observed six years
earlier by Stern and Gerlach [7], who passed a beam of neutral atoms through a non-uniform
magnetic field, and observed the effect of half-integral angular momentum, that could not be
explained by the previously accepted Bohr model. 

This spin angular momentum is characterised by the spin quantum number I, such that the total spin
angular momentum is Ih. The value of I is an intrinsic property of the nucleus, examples of which
are given in Table 2.1. 

NucleusSpin Quantum Number 
I

1H 1/2

2H 1

12C 0

13C 1/2

19F 1/2

31P 1/2

Table 2.1 Spin quantum numbers for some atomic nuclei

To exhibit the property of magnetic resonance the nucleus must have a non-zero value of I. As far
as medical applications are concerned, the proton (1H) is the nucleus of most interest, because of its



high natural abundance. However, other nuclei have been studied, most noticeably 13C whose low
natural abundance relative to 12C makes it suitable for tracer studies. 

The magnitude of the spin angular momentum is given by 

(2.1) 

but since P is a vector, its orientation must be taken into account. In a magnetic field, applied along
the z axis, the possible values of the z-components of the angular momentum are given by 

where 
.

(2.2) 

So for the proton, with spin 1/2, there are two possible values for , that is . The
eigenfunction describing the spin state of the proton nucleus can be written as  or , and
since in quantum mechanics every physical observable has an associated operator, we can write an
eigenvalue equation to describe the observation of the spin state as 

 

(2.3) 

where  is the operator describing measurement of the angular momentum along the z axis. There
are similar operators for measuring the angular momentum along the x and y axes, so we have a
range of eigenvalue equations for a spin 1/2 system as follows: 

 

(2.4) 

To measure the energy of the spin system it is necessary to construct a Hamiltonian operator. The
form of the Hamiltonian can be derived from classical electromagnetism for the energy of a
magnetic moment placed in a magnetic field. 

Nuclei have a magnetic moment, m, which is proportional to the angular momentum, 

(2.5) 

Nuclei with the constant of proportionality, g, being called the magnetogyric ratio. The
magnetogyric ratio is a property of the particular nucleus, and has a value of 2.675 x 10 8 rad/s/T

for protons. When this magnetic moment is placed in a magnetic field, B, it has energy 



 

(2.6) 

and so by combining equations 2.5 and 2.6 a Hamiltonian can be defined as 

. 

(2.7) 

Since by definition the B field is applied parallel to the z-axis the Hamiltonian becomes 

 

(2.8) 

and is known as the Zeeman Hamiltonian. Now using the Schrödinger equation, the energy of the
eigenstate is found. 

 

(2.9) 

So for a proton with , a transition between the two states represents a change in energy 

 

(2.10) 

 

Figure 2.1 Energy level diagram for a proton under the Zeeman interaction.

This is called the Zeeman splitting, and is shown as an energy level diagram in Figure 2.1. These
two states are given a variety of labels, but most commonly referred to as ’spin up’, and ’spin
down’, with the spin-down state having a higher energy than the spin-up state. Transitions between
the two states can be induced by absorption or emission of a photon of frequency n 0, such that 



 

(2.11) 

Expressing the frequency in angular terms gives the Larmor equation which underpins the whole of
NMR 

 

(2.12) 

the characteristic frequency, w, being the Larmor frequency. The magnetic field, labelled B0, is still

assumed to be applied along the z axis, and is now subscripted with a ’0’ to distinguish it from the
applied radio frequency field which will be introduced later. 

This description of the quantum mechanical behaviour of an atomic nucleus leads to the way NMR
is performed. Transitions between the two energy states, spin-up and spin-down, can occur by
absorption or emission of electromagnetic radiation of frequency given by the Larmor equation.
This frequency depends, for a given species of nuclei, purely on the applied magnetic field. It is the
strength of the field experienced by the nucleus that enables structure to be determined in
spectroscopy experiments, and position to be found in imaging experiments. 

In a real system there is not just one nucleus in isolation, but many nuclei all of which could occupy
a particular spin state. This means that the theory must be extended to consider an ensemble of
spins. 

To do this a single eigenstate Y, which is a linear combination of the possible spin states for a
single nucleus is defined 

 

(2.13) 

When making a measurement on such a system, the expectation value of the operation on this
superposition of states is 

 

(2.14) 

where the value  represents the probability of finding a single nucleus in the state mI . So for

the case of a proton, with two spin states 

 



(2.15) 

The ratio of the populations of the two energy states from Boltzman statistics is 

 

(2.16) 

so the difference between the number of spins in the spin-up state and the spin-down state is 

 

(2.17) 

If we now assume that all the ’spin up’ nuclei have a magnetic moment of  and the ’spin down’
nuclei have a magnetic moment of - , then we can write the bulk magnetisation of the ensemble
as 

 

(2.18) 

where N is the number of spins in the ensemble. Being able to treat the behaviour of all the spins in
the system in terms of magnetisation allows a transfer from a quantum mechanical to a classical
description of NMR. The advantage of the classical description is that it gives a simpler picture of
the NMR experiment. 

2.2.2 The Classical Description of NMR

If the spin magnetisation vector M  is placed in a magnetic field B, M  will experience a torque. The
equation of motion for M  can be written 



. 

(2.19) 

If B is a static (time-independent) field along the z axis such that  then equation 2.19
becomes 

 

(2.20) 

which has solutions 

 

(2.21) 

where . These equations describe the precession of the magnetisation vector about the z
axis as shown in Figure 2.2. The angular frequency of the precession is identical to the Larmor
frequency derived in the quantum mechanical description above (equation 2.12), showing how the
classical and quantum mechanical pictures coincide. 

 

Figure 2.2 Precession of the magnetisation vector in a static magnetic field aligned along the z-axis.

Now, as well as the static B0 field applied along z, consider a time varying field B1, applied

perpendicularly to B0 and oscillating at w0. If only the circularly polarised component of B1
rotating in the same direction as the precessing magnetisation vector is considered 

 

(2.22) 

which when put into equation 2.19 yields 



 

(2.23) 

If a starting condition M (0)=M0k is defined, then the solutions for M  are 

 

(2.24) 

where . 

This implies that by applying an oscillating magnetic field of frequency w0, the magnetisation

simultaneously precesses about B0 at w 0 and B1 at w 1, as shown in Figure 2.3a. 

At this point it is appropriate to introduce a new frame of reference for viewing the evolution of the
magnetisation vector, the rotating frame, which rotates about the z-axis at frequency w 0. If in the

rotating frame an axis system (x’,y’,z) is defined then equation 2.19 can be written 

 

(2.25) 

where 

 

(2.26) 

and (i’,j’,k ) are unit vectors in the (x’,y’,z) directions. The result of solving these two equations is a
magnetisation vector which precesses about Beff, as shown in Figure 2.3b. If 

 and M  precesses about the x’ axis shown in Figure 2.3c. Applying the B1
field has the effect of rotating the magnetisation vector about the x’-axis at an angular frequency

w1= g B1. 



(a)  

(b)  

(c)  

Figure 2.3 Precession of magnetisation (a) in the laboratory frame under the influence of longitudinal field B0,

and transverse field B1, (b) in the rotating frame under the influence of field Beff and (c) in the rotating frame

when B0=w/g.

The most common way to carry out an NMR experiment is to apply a short burst of resonant r.f.
field. If the duration of this r.f. pulse is t, then the magnetisation will rotate by an angle . If
that angle is 90 degrees then the pulse is referred to as a 90x pulse, the x subscript showing that the

precession is about the x’ axis. In a typical NMR experiment a 90x pulse is applied, which tips the

magnetisation vector from the longitudinal plane (parallel to B0) to the transverse plane

(perpendicular to B0). Once in the transverse plane the magnetisation can be detected as it precesses

about the z-axis, and this is what gives rise to the NMR signal, which is discussed in the next
section. 

2.2.3 Relaxation and Signal Detection



Since the application of a resonant r.f. pulse disturbs the spin system, there must subsequently be a
process of coming back to equilibrium. This involves exchange of energy between the spin system
and its surroundings. Such a process is called spin-lattice relaxation, and the rate at which
equilibrium is restored is characterised by the spin-lattice or longitudinal relaxation time, T1, in a

new equation of motion for Mz 

 

(2.27) 

The spins however do not only exchange energy with the surrounding lattice, but also among
themselves. This is generally a faster process than spin-lattice relaxation, and is characterised by the
spin-spin relaxation time, T2, in the equations describing the evolution of Mx and My 

. 

(2.28) 

Equations 2.27 and 2.28, when combined with the earlier equations of motion form what are known
as the Bloch equations 

 

(2.29) 

given here for the rotating frame of reference. 

Immediately following the application of a Qx pulse, the magnetisation vector has components 

 

which when put in the Bloch equations give 



. 

(2.30) 

The relaxation times T1 and T2 are very important in imaging, as they have the greatest effect in

determining contrast. 

 

Figure 2.4 Orientation of the r.f. coil within the static field.

To detect the NMR signal it is necessary to have an r.f. coil which is in the transverse plane, that is
perpendicular to the B0 field (Figure 2.4), in which an e.m.f. is induced which is proportional to

Mx. The signal from the coil is first transformed to the rotating frame by phase sensitive detection.
Normally this involves separately mixing the e.m.f. with two reference signals, both oscillating at
the Larmor frequency, but 90 degrees out of phase with each other. Thus the signal detected in the
coil has the form 

 

(2.31) 

which after phase sensitive detection has ’real’ and ’imaginary’ components 

 

(2.32) 

where D=w-w0. If w=w0 then the signal is just an exponential decay, however if w?w0 then the



signal will oscillate at a frequency D. The signal after phase sensitive detection is known as the
Free Induction Decay (FID). Fourier transformation of the FID gives the value of D as shown in
Figure 2.5. The width of the peak is governed by T2. This relationship is explored further in

Chapter 5. 

 

Figure 2.4 The ’real’ and imaginary component of the FID and its Fourier transform for (a) resonance signal
and (b) off-resonance signal.

A summary of the theory of NMR as presented so far under a classical description is that, a static
magnetic field, B0, polarises the sample such that it has a bulk magnetisation aligned with the

direction of the field. An oscillating magnetic field at the Larmor frequency applied for a short time
orthogonally to B0 will cause the longitudinal magnetisation to be tipped into the transverse plane.

This makes the Larmor precession of the magnetisation under B0 detectable, and Fourier

transformation of the phase sensitively detected signal yields its offset from the expected value. 

It is this offset from expected value that is most useful in magnetic resonance, as the B0 field

experienced by the different spins in the system is sensitive to nature of the chemical environment
and can be manipulated by the application of external magnetic field gradients. The former is
exploited in Magnetic Resonance Spectroscopy (MRS) and the latter in Magnetic Resonance
Imaging. 

2.2.4 Chemical Shift and Magnetic Resonance Spectroscopy

The electrons that surround each nucleus can act to slightly perturb the magnetic field at the spin
site. This causes the Larmor precession frequency to be modified by the chemical environment of
the spin. The effect of chemical shift is described by the equation 

 

(2.33) 

where s is the shielding constant. This modifies the Larmor frequency such that 

 



(2.34) 

and is detected upon Fourier transformation of the FID as a shift in frequency away from that
expected if chemical shift played no part. For a sample containing spins with a number of different
chemical shifts, the resulting spread of frequencies represents a chemical spectrum. An example of
an NMR spectrum is shown in Figure 2.6. 

 

Figure 2.6 A 13C spectrum of human muscle acquired in vivo at 3.0 Tesla

It is common to express the chemical shift of a peak in the spectrum in terms of the relative
difference in frequency from some reference peak. The chemical shift in parts per million (p.p.m.)
is therefore defined as 

 

(2.35) 

where n and nref are the resonant frequencies of the spectral peak of interest and the reference

component respectively. Chemical shifts in 1H spectra are of the order of a few p.p.m. 

Another spin effect that is useful in MRS is the scalar, or spin-spin coupling. This arises from
interactions between the nuclear spins, mediated by the delocalised electrons. However this effect is
not very important in imaging, since its magnitude is so small. There are a number of other features
of spin behaviour which affect the NMR signal. Some of these will be described, where
appropriate, in other chapters. 

2.3 Magnetic Resonance Imaging

2.3.1 Magnetic Field Gradients



As has been shown in Section 2.2, the fundamental equation of magnetic resonance is the Larmor
equation, . In an NMR experiment a measurement of the frequency of precession of the
magnetisation gives information on the field experienced by that group of spins. By manipulating
the spatial variation of the field in a known way, this frequency information now yields spatial
information. 

Consider a linear field gradient in B which increases along the x axis, such that 

 

(2.36) 

where G is the gradient strength. This makes the Larmor equation 

 

(2.37) 

or in its more general three dimensional form 

 

(2.38) 

Under a linear field gradient along the x axis, all the spins which lie at a particular value of x will
precess at the same frequency. The FID from such a sample will contain components from each of
the x values represented by the sample, and the frequency spectrum will therefore represent the
number of spins that lie along that plane 

 

(2.39) 

as shown in Figure 2.7c. 



g

 

Figure 2.7. (a) A cylindrical object aligned along the z-axis. (b) Linear field gradient applied along the x-axis. (c)
Plot of the number of spins at frequency w

This simple spectrum therefore gives the spatial information about the object being imaged along
one dimension. To build up the complete 3D image it is necessary to apply time varying field
gradients. A number of methods for doing this are described later in this section, but first the notion
of k-space is introduced, which is useful in describing all these techniques. 

2.3.2 Reciprocal (k) space

Having denoted the number of spins at a particular location r , as the spin density, r(r ), the signal
from the sample can be written 

 

(2.40) 

The reciprocal space vector is defined 

 

(2.41) 

and the Fourier relationship between signal and spin density becomes obvious 



 

(2.41) 

Thus k is the conjugate variable for r . The resolution of the image depends on the extent of k-space
that is sampled, and it is by looking at how different imaging techniques cover k-space that they can
usefully be compared [8]. For example in the previous section a gradient along the x-axis was
applied to a cylindrical sample. This meant that values in kx could be sampled, but not in ky and so

the complete 2D structure could not be obtained. 

There are imaging techniques which sample all three dimensions of k space, but most techniques
reduce the problem to two dimensions by applying slice selection. 

2.3.3 Slice Selection 

Slice selection is a technique to isolate a single plane in the object being imaged, by only exciting
the spins in that plane. To do this an r.f. pulse which only affects a limited part of the NMR
spectrum is applied, in the presence of a linear field gradient along the direction along which the
slice is to be selected (Figure 2.8). This results in the excitation of only those spins whose Larmor
frequency, which is dictated by their position, is the same as the frequency of the applied r.f. pulse. 

 

Figure 2.8. A long cylindrical object aligned along the z-axis in a field gradient which increases linearly with
increasing z.

Consider an r.f. pulse of duration 2t which is applied in the presence of a gradient along some axis,
say z, such that 2tgB1= p/2 (a 90 degree pulse). The spins where B=B0 (i.e. z=0) will precess into

the transverse plane, whilst those where B>>B0 (i.e. z>>0) will precess about Beff=Dw/g k+B1i,
and have little effect on the transverse magnetisation (Figure 2.9). 
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Figure 2.9. Effect of a 90 degree pulse on (a) off-resonant spins and (b) near-resonant spins.

To tailor the shape of slice selected it is necessary to modulate the pulse profile. For small flip
angles the relationship between the pulse modulation and slice profile can be derived. To do this
consider applying an r.f. pulse lasting from t=-T to +T, to a sample in a gradient Gz. The Bloch

equations as shown earlier (equation. 2.29) in the rotating frame, neglecting T1 and T2 relaxation,

become 

 

(2.43) 

Now these are transformed to another frame of reference which rotates at angular frequency gGzz.

Each slice will have a different reference frame, depending on the value of z, but considering just
one of these gives 

 

(2.44) 

with the two reference frames coinciding at t=-T. If the assumption is made that the flip angles are
small then it is possible to say that Mz’ varies very little, and takes the value M0. So equations 2.44

become 



 

(2.45) 

If M x and My are treated as real and imaginary parts of the complex magnetisation , the

equation of motion becomes 

 

(2.46) 

By integrating and converting back to the original (rotating) frame of reference, since 

 

gives 

 

(2.47) 

This is the Fourier transform of the r.f. pulse profile, so a long pulse gives a narrow slice and
vice-versa. This equation also shows one other thing about the magnetisation in the slice after the
pulse. There is a phase shift through the slice of gGzzT which will cause problems for imaging

later. This can be removed by reversing the gradient Gz for a duration T, which is known as slice

refocusing. 

To excite a sharp edged slice, the r.f. pulse modulation required is a sinc function. For practical
implementation of this kind of pulse it is necessary to limit the length of the pulse, and so usually a
five lobe sinc function is used. The above approximation is only correct for small pulse angles. For
larger flip angles, it is hard to analytically determine the pulse modulation required for a desired
slice profile, and so it is usually necessary to use some form of iterative method to optimise pulses
[9]. Using such techniques it is possible to design a range of pulses which are able to select
different slice profiles and carry out other spin manipulation techniques such as fat or water
suppression. It is also possible to design pulses which do not require refocusing [10]. Usually the
limit in such novel designs is their practical implementation, and so the most common three pulse
modulations used are a ’hard’ pulse, with top-hat modulation, a Gaussian modulation or a ’soft’
pulse, with truncated sinc modulation. 

If any slice other than the central (B=B0) slice is required, then the frequency of oscillation can be

altered and the slice selected will be at the position along the z-axis given by 



 

(2.48) 

2.3.4 Early MR Imaging Techniques 

The extensively used techniques in MRI are all Fourier based, that is the ’spin-warp’ technique and
Echo Planar Imaging (EPI) [11]. However the early MR images used point and line methods and
these are described here, along with the technique of projection reconstruction. 

The f.o.n.a.r. technique (f ield focused nuclear magnetic resonance) was proposed by Damadian,
and was used to produce the first whole body image in 1977 [12]. The basis of the technique is to
create a shaped B0 field which has a central homogeneous region, surrounded by a largely

inhomogeneous region. The signals from the inhomogeneous regions will have a very short T2
* and

can thus be distinguished from the signal from the homogeneous region. By scanning the
homogeneous field region across the whole of the sample an image can be made up. This is a time
consuming procedure taking tens of minutes for a single slice. The two advantages of the technique
are its conceptual simplicity and the lack of a requirement for the static field to be homogeneous
over a large area. Shaped r.f. pulses can also be used to isolate a small region, and such methods
form the basis of localised spectroscopy. 

As was shown in section 2.3.1, if we have only a one dimensional object then a single linear
gradient is sufficient to locate position directly from the FID by Fourier transformation. If then the
three dimensional sample can be reduced to a set of one dimensional components then the whole
sample can be imaged. This can be done by selective irradiation, or slice selection, in two of the
dimensions. First, in the presence of a gradient along the z-axis, a selective pulse is applied which
saturates all the spins outside the plane of interest (Figure 2.10a). Then a gradient is applied along
the x-axis, and those spins not saturated are tipped into the transverse plane by a selective 90 degree
pulse (Figure 2.10b). Immediately after the second r.f pulse the only region with any coherent
transverse magnetisation is the line of intersection of the two selected planes. A gradient is now
applied along the y-axis, and the evolution of the FID recorded. Fourier transform of the FID gives
the proton densities along that line. By repeating the line selection for all the lines in the plane, an
image of the whole of the plane can be built up. There are many variations of the line scan
technique, some of which utilise 180 degree pulses, but they are inefficient in comparison to the
Fourier methods discussed in the next section. 

(a)  (b)  

Figure 2.10. Line selection using two rf pulses. (a) In the presence of a gradient along the z-axis, all spins outside
the shaded plane are saturated. (b) In the presence of a gradient along the x-axis those spins not saturated in the



selected horizontal plane are tipped into the transverse plane and can be observed in the presence of a gradient
along the y-axis

One final method of interest is projection reconstruction. This is the method used to build up X-ray
CT scans [13], and was the method used to acquire the early MR images. Following slice selection,
a gradient is applied along the x-axis and the projections of the spin densities onto that axis
obtained by Fourier transformation of the FID. Then a linear gradient is applied along an axis at
some angle to the x-axis, q. This can be achieved by using a combination of the x and y gradients 

. 

(2.49) 

 

Figure 2.11. The technique of Projection Reconstruction. (a) Two cylindrical objects are placed in the x-y plane
and their projection onto three axes, angled at 0, 45 and 90 degrees to the x-axis are recorded, (b) By back

projecting the projections, the location of the objects can be ascertained.

Projections are taken as q is incremented up to 180 degrees (Figure 2.11a). The set of projections



can then be put together using back projection. This distributes the measured spin densities evenly
along the line normal to the axis it was acquired on. By reconstructing all the angled projections the
image appears. There is however a blurred artefact across the whole image, where an attempt was
made to assign spin density to areas where there is in fact none, and star artefacts where a finite
number of projections have been used to define point structures. This can be corrected using a
technique called filtered back projection, which convolves each of the profiles with a filter 

 

(2.50) 

This is done in the Fourier domain by dividing the Fourier projections by the modulus of the vector
k as defined in section 2.3.2. 

Projection reconstruction has been largely superseded by methods which sample k-space more
uniformly. 

2.3.5 Fourier and Echo Planar Imaging 

Quadrature detection of the FID means that the phase as well as the frequency of the signal can be
recorded. This is utilised in the Fourier techniques described in this section. 

The ’spin-warp’ method (often called 2DFT) as described by Edelstein et. al. [14] is a development
of the earlier technique of Fourier zeugmatography proposed by Kumar, Welti, and Ernst [15]. The
Fourier zeugmatography sequence can be split into three distinct sections, namely slice selection,
phase encoding, and readout. The pulse sequence diagram for the sequence is shown in Figure 2.12.
Such diagrams are commonly used to describe the implementation of a particular MR sequence,
and show the waveform of the signal sent to the three orthogonal gradient coils and the r.f. coil. 

 

Figure 2.12. Pulse sequence diagram for the Fourier zeugmatography imaging technique.

Having excited only those spins which lie in one plane, a gradient is applied along the y-axis. This
will cause the spins to precess at a frequency determined by their y position, and is called phase
encoding. Next a gradient is applied along the x-axis and the FID is collected. The frequency
components of the FID give information of the x-position and the phase values give information of
the y-position. 



More specifically, if a gradient of strength Gy is applied for a time ty during the phase encoding

stage, and then a gradient Gx is applied for a duration tx the signal recorded in the FID is given by 

 

(2.51) 

By writing  equation (2.51) becomes 

 

(2.52) 

so the single step is equivalent to sampling one line in the kx direction of k-space. To cover the

whole of k-space it is necessary to repeat the sequence with slightly longer periods of phase
encoding each time (Figure 2.13). 

 

Figure 2.13. K-space sampling with Fourier zeugmatography

Having acquired data for all values of kx and ky, a 2D Fourier transform recovers the spin density

function 

 

(2.53) 

Figure 2.14 illustrates how the magnetisation evolves under these two gradients. 



 

Figure 2.14. Two dimensional Fourier image reconstruction following Fourier zeugmatography. (a) A single
magnetisation vector at position (x0, y0), is allowed to evolve under a gradient along the y axis for a time ty,

before being observed under an x gradient. The real components of the Fourier transform of the FID’s are
shown, giving the x position. (b) Having acquired FID’s for all values of ty, a Fourier transform along the second

dimension gives the y position.

One drawback of this technique is that the time between exciting the spins, and recording the FID
varies throughout the experiment. This means that the different lines in the ky direction will have

different weighting from T2
* magnetisation decay. This is overcome in spin-warp imaging by

keeping the length of the y gradient constant for each acquisition, and varying ky by changing the

gradient strength. The pulse diagram for this technique is shown in Figure 2.15. 



 

Figure 2.15. Pulse sequence diagram for the spin-warp technique. Phase encoding is performed by varying the
magnitude of the y gradient.

It is desirable to have as much signal as possible for each FID, and a necessity that the amount of
transverse magnetisation available immediately after the r.f. pulse is the same for each line. This
can be a problem since the recovery of longitudinal magnetisation is dependent on spin-lattice
relaxation, and T1 values in biomedical imaging are of the order of seconds. Keeping the time

between adjacent spin excitations, often known as TR, the same throughout the image acquisition
will keep the transverse magnetisation the same for each FID, provided the first few samples are
discarded to allow the system to come to a steady state. Leaving the magnetisation to recover fully,
however, would be very costly in time, so it is usually necessary to have a TR which is less than T1.

To maximise the signal received for small TR values it is possible to use a smaller flip angle than
90 degrees. The transverse magnetisation that is available after such a pulse is less than it would be
after a 90 degree pulse, but there is more longitudinal magnetisation available prior to the pulse. To
optimise the flip angle q, for a particular TR, we first assume that the steady state has been reached,
that is that 

 

(2.54) 

Now the magnetisation is flipped by a q degree pulse, and the z-magnetisation becomes 

. 

(2.55) 

The recovery of the magnetisation is governed by the equation 

 

(2.56) 

which can be integrated to find M’, 



 

(2.57) 

The transverse magnetisation following the pulse, which we want to maximise, is given by 

 

(2.58) 

which has its maximum value when 

 

(2.59) 

The angle this occurs at is known as the Ernst angle [16]. The amount of signal available is very
dependent on the repetition time TR. For example, if a sample has a T1 of 1s, then at a TR of 4s

M’=0.98M0, however as TR is reduced to 500ms, M’=0.62M0. 

If a 3D volume is to be imaged then it is possible to acquire extra slices with no time penalty. This
is because it is possible to excite a separate slice, and acquire one line of k-space, whilst waiting for
the longitudinal magnetisation of the previous slice to recover. This technique is called
multi-slicing. 

The common implementation of the spin-warp technique, FLASH (Fast Low-Angle SHot imaging)
[17], uses very small flip angles (~5 degrees) to run at with a fast repetition rate, acquiring an entire
image in the order of seconds. 

In Echo Planar Imaging [18, 19] (EPI) the whole of k-space is acquired from one FID. This is
possible because, having acquired one set of frequency information, the sign of the readout
gradients can be reversed and the spins will precess in the opposite direction in the rotating frame
(Figure 2.16) and subsequently rephase causing a regrowth of the NMR signal. This is a called a
gradient echo. By switching the readout gradient rapidly, the whole of k-space can be sampled
before spin-spin (T2) relaxation attenuates the transverse magnetisation. Phase encoding is again

used in order to sample ky. 



y

 

Figure 2.16. Evolution of the magnetisation vector in the rotating frame, under a gradient echo (assuming no T2
relaxation). (a) Immediately after a 90 degree pulse all the spins are in phase. (b) A gradient will increase the
precession frequency of some spins and reduce that of others. (c) Reversal of the gradient at time T causes the

spins to refocus, (d) coming back to their initial state at time 2T.

The pulse sequence diagrams and k-space trajectories for EPI are shown in Figure 2.17. 

 

Figure 2.17. (a) Pulse sequence diagram and (b) k-space sampling pattern for echo planar imaging

The three gradients in EPI are usually labelled the slice select (z), blipped (y) and switched (x),
because of their respective waveforms. Echo planar imaging is a technically demanding form of
MRI, usually requiring specialised hardware, however it has the advantage of being a very rapid
imaging technique, capable of capturing moving organs like the heart, and dynamically imaging
brain activation. This is only a brief introduction to EPI, since its strengths and limitations are
discussed in more detail in the following chapters. 

2.3.6 Other Imaging Sequences 

There are numerous variations on the basic MRI sequences described above. Several of them,



notably interleaved EPI, are explained in other chapters. Other important sequences are outlined
here. 

It was shown in the previous section how phase encoding enabled the information on the second
dimension to be added to the one dimensional line profile. It is possible to extrapolate this
procedure to the third dimension by introducing phase encoding along the z axis. Thus the 2D-FT
technique is extended to a 3D-FT technique [20]. All such volumar imaging sequences first involve
the selection of a thick slice, or slab. Then phase encoding is applied in the z-direction and the
y-direction, followed by a readout gradient in the x-direction, during which the FID is sampled. The
assembled FID’s are then subject to a three dimensional Fourier transform yielding the volume
image. Phase encoding can also be used in EPI instead of multi-slicing. The slice select gradient
and r.f. pulse being replaced by a slab selective pulse and a phase encoding gradient along the
z-axis. 

Going even further, it is possible to acquire all the data to reconstruct a 3D volume from one FID,
in the technique called Echo Volumar Imaging (EVI) [21]. This uses another blipped gradient in the
z direction, as shown in Figure 2.18. The limitation in EVI is the need to switch the gradients fast
enough to acquire all the data, before T2

* destroys the signal. 

 

Figure 2.18. Pulse sequence diagram for Echo Volumar Imaging

Often the main limitation in implementing fast imaging sequences such as EPI is switching the
gradients at the fast rates required. A sequence which is similar to EPI, but slightly easier to
implement is spiral imaging. This covers k-space in a spiral from the centre outwards, which
requires sinusoidal gradients in x and y, increasing in amplitude with time. Such gradient
waveforms are easier to produce than the gradients required for EPI. Spiral imaging also has the
advantage of sampling the centre of k-space first, and so the low spatial frequencies, that affect the
image the most are sampled first, when the signal has not been eroded by T2

*. The pulse sequence

diagram and coverage of k-space for spiral imaging are shown in Figure 2.19. 



 

Figure 2.19 Pulse sequence diagram and k-space sampling diagram for spiral imaging

In general imaging, the chemical shifts of the protons are ignored, and usually seen only as an
artefact. However it is possible to image the chemical shifts, which gives not only spatial
information but also spectral information. The technique, called Chemical Shift Imaging (CSI) [22],
treats the chemical shift as an extra imaging gradient in the fourth dimension. By introducing a
variable delay between the excitation pulse and imaging gradients, the chemical shift ’gradient’ will
phase encode in this direction. Fourier transformation in this case gives the conventional NMR
spectrum. 

Finally, it is possible to image nuclei other than the proton. Sodium, phosphorus and carbon-13
have all been used to form biomedical images. In the case of 13C, its low natural abundance makes
it useful for tracer studies. 

2.4 Image Contrast in Biological Imaging 

Unlike many other medical imaging modalities, the contrast in an MR image is strongly dependent
upon the way the image is acquired. By adding r.f. or gradient pulses, and by careful choice of
timings, it is possible to highlight different components in the object being imaged. In the sequence
descriptions that follow it is assumed that the imaging method used is EPI, however identical or
similar methods can be used with the other MR imaging techniques outlined above. 

The basis of contrast is the spin density throughout the object. If there are no spins present in a
region it is not possible to get an NMR signal at all. Proton spin densities depend on water content,
typical values of which are given in Table 2.2 for various human tissues [23]. The low proton spin
density of bone makes MRI a less suitable choice for skeletal imaging than X-ray shadowgraphs or
X-ray CT. Since there is such a small difference in proton spin density between most other tissues
in the body, other suitable contrast mechanisms must be employed. These are generally based on
the variation in the values of T1 and T2 for different tissues. 



Tissue % Water Content

Grey Matter 70.6

White Matter 84.3

Heart 80.0

Blood 93.0

Bone 12.2

Table 2.2 Water content of various human tissues

When describing the effect of the two relaxation times on image contrast, it is important to
distinguish between relaxation time maps, and relaxation time weighted images. In the former the
pixel intensities in the image have a direct correspondence to the value of the relaxation time, whilst
in the latter the image is a proton density image which has been weighted by the action of the
relaxation. 

2.4.1 T1 Contrast

The spin-lattice relaxation time T1, is a measure of the time for the longitudinal magnetisation to

recover. A proton density image can be weighted by applying an r.f. pulse which saturates the
longitudinal magnetisation prior to imaging. Spins that have recovered quickly will have greater
available z-magnetisation prior to imaging than those which recover slowly. This effect is apparent
if the same slice, or set of slices, are imaged rapidly, because the excitation pulse of the previously
imaged slice affects the magnetisation available for the current slice. More commonly however, if
T1 maps, or T1 weighted images are required then the imaging module is preceded by a 180 degree

pulse (Figure 2.20). The 180 degree pulse will invert the longitudinal magnetisation, whilst not
producing any transverse magnetisation. The recovery of the longitudinal magnetisation is
governed by the Bloch equation for Mz, which has the solution 

. 

(2.60) 

 

Figure 2.20. Inversion recovery sequence for obtaining a T1 weighted image



The magnetisation is allowed to recover for a time TI, after which it is imaged using a 90 degree
pulse, and usual imaging gradients. The amount of signal available will depend on the rate of
recovery of Mz. If, as in Figure 2.21, the sample has spins with several different relaxation times, it

is possible to choose TI such that the signal from spins with one recovery curve is nulled
completely, whilst giving a good contrast between spins with other recovery curves. Figure 2.22
shows some examples of T1 weighted images. In order to calculate the values of T1, to create a T1
map, it is necessary to obtain a number of points along the magnetisation recovery curve, and then
fit the points to the equation 2.60. The most straightforward way to do this is to repeat the inversion
recovery sequence for a number of values of TI, but there are techniques which acquire all the data
in a single recovery curve [24, 25]. 

 

Figure 2.21. Curves showing the recovery of longitudinal magnetisation following an inversion pulse for spins
with different values of T1. The image is acquired after two different inversion times (TI). (a) Image will have no

signal from areas with recovery curve [ii], and good contrast between areas with recovery curves [i] and [iii]. (b)
Image will have no signal from areas with the recovery curve [i], and poor contrast between areas with recovery

curves [ii] and [iii].

(a)  (b)  

Figure 2.22. Examples of T1 weighted images of the brain at 3.0 T. (a) White matter nulled image, with an

inversion time TI = 400 ms. (b) Grey matter nulled image, with an inversion time TI = 1200 ms.

2.4.2 T2
* Contrast



The problem with measuring T2 with a sequence which relies on a gradient echo (as EPI does) is

that there is a confounding effect which erodes the transverse magnetisation in the same way that
spin-spin relaxation does, which is that of field inhomogeneities. If the spins in a single voxel do
not experience exactly the same field, then the coherence of their magnetisation will be reduced, an
effect which increases with time. The combined effect of spin-spin relaxation and an
inhomogeneous field on transverse magnetisation is characterised by another time constant T2

*, and

the decay of the signal is governed by the equation 

 

(2.61) 

In fact T2
* weighted images are desirable for functional MRI applications, as is explained in the

next chapter. To change the T2
* weighting of an image, it is only necessary to change the time

between the excitation pulse and the imaging gradients. The longer the delay, the greater the T2
*

weighting, as shown in Figure 2.23. Examples of T2
* weighted images are shown in Figure 2.24.

T2
* maps can be obtained by taking several images with different delays, and fitting to equation

2.61. A technique for obtaining T2
* maps from a single FID is explained in Chapter 4. 

 

Figure 2.23 T2
* weighted imaging. (a) A short delay between the r.f. excitation pulse imaging module, gives

signal from spins with all three decay curves, (b) a long delay however means that signal is only available from
spins with a long T2

*.



(a)  (b)  

Figure 2.24 Examples of T2
* weighted images of the brain at 3.0 T for (a) TE = 15 ms and (b) 55 ms.

2.4.3 T2 Contrast

It is possible to obtain the real value of T2 by refocusing the effect of field inhomogeneity on the

transverse magnetisation using a spin-echo. A spin-echo is formed by applying a 180 degree pulse,
a time t after the excitation pulse. This has the effect of refocusing the signal at time 2t (Figures
2.25, 2.26). 

 

Figure 2.25. The Spin-Echo. Magnetisation evolves in the rotating frame due to field inhomogeneities (assuming
no spin-spin relaxation). A 180 degree pulse along the y axis after a time t flips the magnetisation over in the x-y

plane. The magnetisation continues to evolve under the field inhomogeneities and is refocused at time 2t.

 

Figure 2.26 Spin echo pulse sequence to refocus signal lost due to field inhomogeneities



 

Figure 2.27 Multiple spin echo pulse sequence for measuring T2. The transverse magnetisation is repeatedly

refocused by a series of 180 degree pulses. Each image is then only weighted by the T2 decay curve.

Since the spin-spin relaxation is not refocused in the spin echo, the contrast in the image is
dependent on T2 and not T2

*, with contrast being dependent on the delay between the excitation

pulse and the imaging module. Again T2 maps can be made from images with different delay times

(called the echo time, TE), by fitting to the T2 decay equation which is similar to equation 2.61.

Multiple echoes can be formed by using a series of 180 degrees pulses as shown in Figure 2.27. 

In order to improve the contrast of images, it is common to use some form of contrast agent. The
most common of these in MRI is gadolinium, which is a paramagnetic ion, and reduces the
spin-lattice relaxation time (T1) considerably. 

2.4.4 Flow and Diffusion Contrast

One of the usual assumptions about imaging using magnetic resonance is that the spins are
stationary throughout the imaging process. This of course may not be true, for example if blood
vessels are in the region being imaged. Take for example the situation of imaging a plane through
which a number of blood vessels flow. A slice is selected and all the spins in that slice are excited,
however in the time before imaging, spins in the blood have flown out of the slice and unexcited
spins have flown in. This means that there may be no signal from the blood vessels. 

In order to measure the rate of flow, some kind of phase encoding that is flow sensitive can be
applied. This is done by applying a magnetic field gradient along the direction in which flow is to
be measured. A large gradient dephases the spins depending on their position along the gradient.
This gradient is then reversed, which will completely rephase any stationary spins. Spins that have
moved however will not be completely rephased (Figure 2.28). If the flow is coherent within a
voxel, when the spins are imaged the phase difference can be calculated, and by varying the time
between the forward and reverse gradients the flow can be calculated. Diffusion is measured in a
similar way, but since the motion of the spins within the voxel is not coherent, the effect of
diffusion is simply to diminish the signal. 



 

Figure 2.28 Flow encoded imaging. (a) Spins are dephased with a gradient in the x direction. (b) After a time d
the gradient is applied in the opposite direction. (c) Spins that are stationary will be completely rephased,

whereas spins that have moved along x in the time d will be left with a residual phase shift.

2.5 Image Artefacts 

As with any imaging modality, magnetic resonance images suffer from a number of artefacts. In
this section, a number of the common artefacts are described, together with ways by which they can
be reduced. 

(a)  (b) 

(c)  (d) 



( ) ( )

(e)  (f)  

Figure 2.29 Various artefacts that affect MR images. (a) Chemical shift artefact. (b) Susceptibility artefact from
a metal object. (c) Susceptibility artefact at the base of the brain. (d) Nyquist ghost. (e) Central point artefact (f)

External RF interference in a non-linearly sampled EPI image. 

2.5.1 Field Artefacts

The basic assumption of MRI is that the frequency of precession of a spin is only dependent on the
magnitude of the applied magnetic field gradient at that point. There are a two reasons why this
may not be true. 

Firstly, there is the chemical shift. This has the effect of shifting the apparent position in the image
of one set of spins relative to another, even if they originate from the same part of the sample. The
chemical shift artefact is commonly noticed where fat and other tissues border, as in the image of a
brain in Figure 2.29a, where the fat around the skull forms a shifted ’halo’. The artefact can be
removed by spin suppression, such that a selective pulse excites only the protons in the fat [26].
When the image excitation pulse is subsequently applied, the fat spins are already saturated, and so
do not contribute to the image. 

Secondly, the static magnetic field (B0) may not be perfectly homogeneous. Even if the magnet is

very well built, the differences in magnetic susceptibility between bone, tissue and air in the body,
means that the local field is unlikely to be homogeneous. If the susceptibility differences are large,
such that the local magnetic field across one voxel varies by a large amount, then the value of T2

* is

short and there is little or no signal from such voxels. This effect is particularly evident if any metal
object is present as shown in Figure 2.29b. If the differences are smaller, and the field is affected
over a few voxels, then the effect is a smearing out of the image, as shown in Figure 2.29c as the
altered field is interpreted as a difference in position. In 2DFT techniques susceptibility distortions
occur in the readout direction, whereas in EPI they occur in the phase encoding, that is blipped,
direction. The reason for this is because these are the directions in which the frequency separation
of pixels is smallest. In EPI this separation can be very small so that even a small change in
precessional frequency may be detected. 

To reduce the artefact it is possible to locally correct the field using a set of shim coils. These apply
shaped fields across the sample and in combination increase homogeneity. Susceptibility artefact is
more apparent in the rapid imaging methods such as EPI and FLASH, and is difficult to reduce
without losing the fast imaging rates. One way to reduce the distortion is to acquire two images
with the phase encoding applied in opposite directions. The distortions will likewise be in opposite
directions and a mathematical correction can be calculated and applied [27]. This topic is covered in
more detail in Chapter 5. 



2.5.2 Sampling Artefacts

When using any digital technique, the question of sampling occurs. One of the most important
theories in digital sampling is the Nyquist sampling theorem, which states that the highest
frequency that can be sampled accurately is given by 

 

(2.62) 

where T is the interval between sampling points. If the FID contains a frequency component

f max+D then it will appear to have a frequency f max-D. This manifests itself as ’wrap-around’ of

the image onto itself. It is possible to reduce this problem in the readout, or switched, direction by
using a band-pass filter to cut out any frequencies that could alias. In the phase encode, or blipped
direction, it is necessary to ensure that there are enough sample points for the amount of phase
encoding applied. An alternative is to suppress the signal from outside the field of view, using
selective r.f. excitation [28]. 

There are three further artefacts due to sampling, one specific to 2DFT techniques, and the other
two specific to EPI. Firstly, subject motion during the scan causes localised banding. This is not a
problem in EPI since the image is acquired in a fraction of a second, but is in the slower sequences
such as spin-warp. Depending on the source of the movement, there are a number of solutions.
Cardiac or respiratory gating, where the scanning is locked to a particular phase of the respective
cycles, is often employed to image the heart. These cycles can be monitored directly, for example
using the ECG, or by sampling the phase of the NMR signal just prior to gradient application,
known as a navigator echo [29]. 

Echo planar imaging suffers from a different type of sampling artefact, known as the Nyquist, or
N/2 ghost. This is because, in EPI adjacent lines in k-space are sampled under opposite read
gradients. If there is any misalignment in sampling, or differences in positive and negative
gradients, then there is an alternate line modulation in k-space, which leads to a ’ghosting’ of the
image, as shown in Figure 2.29d. If the aliased image and the actual image overlap, then banding or
fringes appear. The Nyquist ghost can be corrected to a certain extent by applying various phase
corrections to the data. One such method acquires a second image with the starting direction of the
switched gradient reversed to calculate the phase correction, and is described in more detail in
Chapter 4. 

Finally, since in EPI to switch the sign of the gradients so rapidly is difficult, the waveform of the
switched gradient will not be square. In fact it is common to use a sinusoidal gradient waveform. If
simple linear sampling of the signal is used with a sinusoidal gradient a complex ripple artefact in
the switched direction is formed. To correct for this, the signal is usually over-sampled and then the
points re-gridded to account for the sinusoidal nature of the gradients. Alternatively the sampling
points can be distributed sinusoidally, sampling most densely at the peak of the gradient [30]. 

2.5.3 Fourier Artefacts and External R.F. Interference

There are two artefacts that result from using a Fourier transform to create the image. The first is
truncation artefact, which is due to the finite number of sampling points used. It is noticeable if
there is a sharp intensity change in the image. Instead of a sharp edge in the image there is



’ringing’, that is light or dark lines parallel to that edge. The only way to overcome this is to use
more sample points. 

Another effect is the central point artefact. This is due to the constant DC offset of the FID, which
upon Fourier transformation becomes a central bright dot (as shown in Figure 2.29e). This can be
reduced by attempting to remove the DC component from the FID, by assuming that the extremities
of k-space are unlikely to contain much signal. So the first or last few lines are averaged together
and this average is subtracted from all the data. Alternatively, the point can be removed
cosmetically by replacing it by the average of surrounding pixels. 

One final artefact to mention is that of external r.f. interference. If there is any r.f. radiation at the
frequency of the receiver then it will be picked up and appear as a bright dot in the image. The best
way to remove this, is to remove all potential interference from the scanner by placing it in a
screened room. Figure 2.29f shows r.f. interference from a single frequency that appears as four
bars in the echo planar image. The single frequency appears in four regions due to the reversal of
the echo acquisition in the alternate lines, and the fact that the quadrature detection has identified
both positive and negative components of the signal. The spreading out of the points to bars, is
because sinusoidal sampling was employed. A method for removing this artefact from non-linearly
sampled images is described in Chapter 4. 

2.6 Imaging Hardware

An MRI scanner is made up of four components: the magnet, gradient coils, r.f. transmitter and
receiver, and the computer. In this section the general design and construction of these components
is discussed. More specific details of the system used for the experiments in this thesis are given in
the relevant chapters. 

2.6.1 The Magnet

The magnet is the most expensive part of the whole scanner. The earliest systems were based
around water-cooled resistive magnets, and for particular applications it is possible to use
permanent magnets, but the majority of modern scanners use superconducting magnets. The reason
for this is the high fields now desirable for MRI. Whole body resistive and permanent magnets are
limited to around 0.3 T field strength, before their weight becomes prohibitively large.
Superconducting magnets are able to generate much larger fields, and there are a number of 4.0 T
whole body scanners now available. These magnets are constructed from materials such as NbTi
alloy, which below a critical temperature of about 9 K loses its resistivity. Once started the current
will flow in the coils indefinitely, provided that the temperature is kept below the critical
temperature by cooling with liquid helium. The fields from such magnets are very stable with time,
which is essential for an MRI system. 

Of course one of the most important requirements for NMR is that the field is as homogeneous a
possible, with tolerances as low as 1 p.p.m. required over the volume of interest. For this purpose,
upon installation, the field is evened out as much as possible using ferromagnetic blocks placed
inside the bore. As well as this, a set of resistive coils known as shim coils, are place within the
bore of the magnet. These generate fields that vary with a particular function of position. Using
these in combination it is possible to improve not only on the intrinsic homogeneity of the magnet,
but also reduce the field effects due to susceptibility differences in the object being scanned. 

2.6.2 The Gradient Coils



The requirement of the gradient coils are twofold. First they are required to produce a linear
variation in field along one direction, and secondly to have high efficiency, low inductance and low
resistance, in order to minimise the current requirements and heat deposition. 

Linear variation in field along the direction of the field (traditionally labelled the z-axis) is usually
produced by a Maxwell coil. This consists of a pair of coils separated by 1.73 times their radius as
shown in Figure 2.30. Current flows in the opposite sense in the two coils, and produces a very
linear gradient. 

 

Figure 2.30 Maxwell coils used to produce a linear field gradient in Bz along the z-axis.

To produce a linear gradient in the other two axes requires wires running along the bore of the
magnet. This is best done using a saddle-coil, such as the Golay coil shown in Figure 2.31. This
consists of four saddles running along the bore of the magnet which produces a linear variation in
Bz along the x or y axis, depending on the axial orientation. This configuration produces a very

linear field at the central plane, but this linearity is lost rapidly away from this. In order to improve
this, a number of pairs can be used which have different axial separations. If a gradient is required
in an axis which is not along x,y or z, then this is achievable by sending currents in the appropriate
proportions to Gx, Gy and Gz coils. If for example a transverse gradient G at an angle q to the x-axis

is required, then a gradient Gcosq should be applied in the x direction, and Gsinq in y. 

 

Figure 2.31. Golay coil for producing linear field gradients in Bz along the x or y axes. l=3.5a, d=0.775a and

f=120 degrees.

The magnitudes of the currents required, and the appropriate waveforms are digitally generated, and
converted into analogue voltages. These are fed into power amplifiers which produce the 10’s of
amps required to generate the appropriate gradients. With a technique such as EPI, the readout
gradient is switched from positive to negative at rates of anything up to 5kHz. This can be made



easier by employing resonant driving of the gradient coils. To do this a large capacitor is placed in
series with the coil, which itself is an inductor. Such a circuit has a resonance at a frequency of 

, where L is the inductance of the coil and C is the capacitance of the series capacitor.
When driving the coil at this frequency energy is transferred between the capacitor and the
inductor, thereby reducing the load on the power amplifier. 

2.6.3 R.f. Transmission and Reception

The third main component of an MRI scanner is the r.f. coil. There are many different designs of
coils, but they fall into two main categories; surface coils and volume coils. 

As the name suggests, a surface coil rests on the surface of the object being imaged. In its simplest
form it is a coil of wire with a capacitor in parallel. The inductance of the coil, and the capacitance
form a resonant circuit which is tuned to have the same resonant frequency as the spins to be
imaged. In practice, since the coil is connected to a power amplifier which will have an output
impedance of 50W, and the coil will have an input impedance of the order of kilo-ohms, then on
transmission a lot of the power will be reflected back. To overcome this, a second capacitor is
added in series with the coil, as shown in Figure 2.32, so as to match the coil impedance to 50W. 

 

Figure 2.32. Surface r.f. coil which is tuned to resonance with the tuning capacitor CT and matched to 50W with

a matching capacitor CM. 

The homogeneous field produced by a simple surface coil like this is small, with the depth of
penetration depending on the size of the coil. This however represents the main advantage of using
a surface coil for imaging areas which lie close to the surface, as a good signal to noise ratio is
achieved by inherently excluding noise signal from outside the region of interest. There are many
designs of surface coil, and other localised coils for specific purposes. If however whole body
images are required, or the regions of interest are far from the surface then a volume coil must be
used. 

Volume coils are large enough to fit either the whole body, or one specific region, such as the head
or a limb, and have a homogeneous region which extends over a large area. The most commonly
used design is a birdcage coil [31], as shown in Figure 2.33. This consists of a number of wires
running along the z-direction, arranged to give a cosine current variation around the circumference
of the coil. 



 

Figure 2.33. Diagram of a low-pass birdcage coil which produces a homogeneous field over a large region of
interest.

The frequency supply is generated by an oscillator, which is modulated to form a shaped pulse by a
double balanced mixer controlled by the waveform generator. This signal must be amplified to
1000’s of watts. This can be done using either solid state electronics, valves or a combination of
both. 

It is possible to use the same coil to transmit and receive, or to use two separate coils. Either way it
is necessary to gate the receiver side of the electronics. This is to prevent the excitation pulse,
which is of the order of kilovolts, saturating or breaking the receiver electronics which are designed
to detect signals of millivolts. This can again be done in a number of ways, but one such circuit for
doing so is shown in Figure 2.34. 

 

Figure 2.34. Circuit diagram for receiver isolation using a quarter wavelength cable.

During the transmission pulse both sets of diodes will conduct, and the receiver is effectively
shorted out. The short circuit at point B however looks like an open circuit at point A and so all the
power is transmitted to the coil. The signal induced from the sample is too small to bias the diodes,
and so is detected by the receiver circuitry. 

The tiny e.m.f.’s from the sample are amplified at various stages and then mixed with a reference
r.f. signal in a phase sensitive detector (p.s.d). Quadrature detection requires two p.s.d.’s, with a
difference in phase of the reference signal of 90 degrees between them. 



2.6.4 Control and Processing

All the control of the scanner is handled by a computer. A schematic diagram of the whole system
is shown in Figure 2.35. 

 

Figure 2.35 Schematic diagram of a MRI scanner.

The scanning operation is controlled from a central computer. This specifies the shape of gradient
and r.f. waveforms, and timings to be used, and passes this information to the waveform generator,
which outputs the signals and passes them to be amplified and sent to the coils. The NMR signal,
once it has been phase sensitively detected, is turned to a digital signal by an analogue to digital
converter. The digital signal is then sent to an image processor for Fourier transformation and the
image is displayed on a monitor. 

The raw data, that is the signal before Fourier transformation, is stored to enable the application of
corrections to the data in post processing. To allow the use of fast Fourier transformation, matrix
sizes of 2n are usually used. 

2.7 Safety Considerations in MRI

Since the technique of MRI is used to image humans, it is important to keep the safety of the
subjects as a high priority. Since MRI does not use any form of ionising radiation, it is considerably
safer than x-ray or radio-isotope techniques. However it is important, especially in a research
setting, that the potential hazards of any new developments are carefully considered. In this section
the major safety aspects are outlined. 

2.7.1 Static Magnetic Fields

Most scanners used for MRI use magnets with field strengths of anything from 0.1 T to 4 T. There
are many opinions on the effect of magnetic fields on biological tissues, and many studies carried
out on the subject, ranging from epidemiological human studies, to the investigation of the
development of animal embryos in high fields [32]. It is however currently concluded that there is
no adverse biological effect from the static magnetic field used in MRI. Further experimentation
will no doubt be carried out, and this view can be altered in the light of any new discoveries. 



By far the more serious effect of the static magnetic field is the response of ferromagnetic objects to
such fields. It is essential that no free ferromagnetic object is allowed near the magnet since the
field will turn it into a projectile. In a laboratory setting this means that most tools, connectors, and
other equipment to be used in the vicinity of the field must not be ferromagnetic. Subjects must be
screened for objects like keys, pens, belts and other metal on clothing, as well as the possibility of
surgical implants. Before scanning a subject it is also necessary to check that there would be no ill
effects from exposure to the magnetic field. It is common to exclude people who are in the early
stages of pregnancy, people who may have any kind of metal fragments in them, and those
suffering from certain conditions such as epilepsy. 

2.7.2 Time Varying Magnetic Fields

As well as the high static magnetic field used in MRI, it is possible that the two time varying fields,
namely the gradients and the r.f. radiation, could affect the subject in the scanner. 

The rapid switching of the field gradients, particularly in EPI, produce two safety concerns. Firstly
there is the possibility of inducing voltages in tissue by Faraday’s law. The current induced in a
loop of tissue is dependent on the rate of change of the field (dB/dT), the conductivity of the tissue,
and the cross section of the loop. Calculations by Mansfield and Morris [33] show that for dB/dT =
1.0 Ts-1, the currents induced are of the order 1 mAcm-2. Cohen [34] reports of subjects
experiencing mild neural stimulation at gradient field variations of 61 Ts-1, which is higher than the
rates in normal use. It is wise however, if high switching rates are used, that subjects are warned of
the possible effects, and monitored during the imaging. 

A second safety concern with the gradients is that of acoustic noise levels. Since large currents are
flowing through wires in a large magnetic field, a force is exerted on the wires. When the currents
oscillate at audio frequencies, the resulting noise can be in excess of 100 dB. Subjects therefore
must wear suitable ear protection during scanning, to reduce the noise to an acceptable level. 

The heat that can be dissipated by r.f. fields is a further source of concern. The currents induced in
tissues by such fields are dissipated as heat. Although most tissue has adequate blood flow to carry
the heat away, some anatomical regions such as the eye do not. It is sensible to keep the heating due
to r.f. radiation to a minimum, and the NRPB [35] guidelines state that the body temperature, or any
mass of tissue, should not rise by more than 1 degrees centigrade. This is achieved by limiting the
mean absorption rate in the whole body to 0.4 Wkg-1 and in any mass of tissue to 4 Wkg-1. 

It is also essential that there are no conductive items touching the subject’s skin, since the heating
of such objects by the r.f. radiation can cause serious burns. 

2.7.3 Other Safety Considerations

Claustrophobia, and other psychological problems, can prevent a subject from being able to enter
the scanner, and should be screened for before attempting to scan. It is necessary to check the
subject is fully informed as to the nature of the experiment and happy to proceed. Depending on the
medical condition of the subject, it may be necessary to monitor them closely during the scanning,
and communication is important so that the subject does not feel isolated. 
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