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Synopsis
This talk will provide some intuition behind low-rank methods and an overview of the mechanics involved in reconstruction. We will present some background on low-rank matrices, then cover general low-rank methods, and finally we will discuss structured low-rank methods.

Target Audience
Physicists and engineers looking to get an introduction to low-rank and structured low-rank methods for image reconstruction.

Outline
This talk will focus largely on providing some intuition for low-rank methods, and an overview of the mechanics involved in low-rank and structured low-rank reconstruction approaches.
This will include:

- some background on the SVD and properties of low-rank matrices
- an overview of low-rank image reconstruction approaches
- an introduction to structured low-rank reconstruction methods

Background
The singular value decomposition (SVD) decomposes any matrix $X$ as:

$$X = U\Sigma V^H$$

where $U$ is the matrix of left singular vectors, $V$ is the matrix of right singular vectors, and $\Sigma$ is a diagonal matrix of scaling factors called singular values. Here, $V^H$ denotes the conjugate transpose of $V$.

The SVD provides direct access to the rank of a matrix, as the number of non-zero singular values. When a matrix has low-rank, it has fewer degrees of freedom (DOF) than the number of matrix entries suggests. In fact, a rank $r$ matrix of dimension $m \times n$ has $DOF = r(m + n - r)$, which means that it is possible to fully characterize the matrix with fewer independent parameters, or in other words, is compressible. Another way of thinking about low-rank matrices is that the rows and columns are linearly dependent, so there is redundancy across entries. Furthermore, as the left and right singular vectors form bases for the column and row-spaces of the matrix respectively, these subspaces will have low dimensionality, because the dimensionality of the column and row subspaces is equal to the rank of the matrix.

We can think of low-rank methods as somewhat analogous to sparse methods, in that the diagonal vector of singular values is sparse in a low-rank matrix. However, one big difference is that unlike conventional compressed sensing, we only need to know the low-rank representation exists, and we do not need to know anything about the column or row subspaces a priori.

Low-Rank Methods
The basic steps involved in low-rank reconstruction are:

1. Identify the low-rank matrix data. This can include (space x time), (space x spectra), (space x coils), (space x TE), or (space x diffusion encoding), just to name a few. Sometimes the data matrix is referred to as the Casorati matrix.
2. Construct the forward measurement model, which maps the image to the measured k-space. Typically this involved coil sensitivity encoding, Fourier transform, and a sampling mask (or a non-Cartesian encoding model). Although the forward encoding operator is not usually explicitly constructed, it is useful to determine the adjoint or conjugate transpose of the operator, which is often used in calculating the gradient of the data consistency term.
3. Choose a suitable cost function with low-rank constraint, which can include using the convex nuclear norm, or non-convex rank constraints, and global low-rank enforcement, or locally-low rank enforcement.
4. Solve the cost function with an appropriate algorithm, usually an iterative first order method (using gradient information only). Two examples of commonly used methods include an SVD-free approach, using matrix factorization with dimensionalities chosen to enforce low-rank constraints by construction, and an SVD-based singular value soft thresholding approach, which solves the nuclear norm minimization problem.

Structured Low-Rank Methods
These are similar to general low-rank methods, but it is not the data matrix itself that is low-rank, but rather a transformation of the input data. One advantage of these types of approaches is that they don't require multi-dimensional data - a structured low-rank matrix can be generated from a single image k-space. Typically, these structured matrices arise from forming Hankel-structured matrices by unravelling k-space kernel points into vectors and stacking them across kernel locations. For 2D k-spaces, this results in a block-Hankel structure.

The low-rank nature of structured matrices in MR reconstruction problems is less intuitive than general low-rank methods. However, it can be shown that constraints such as limited signal support, smooth phase, coil sensitivities, and transform sparsity can form low-rank Hankel structured matrices from k-space signals.
From a reconstruction perspective, once the structured low-rank representation is identified, the mechanics of rank-constrained optimization are similar to the general low-rank case, with the exception that the low rank constraints are imposed on the Hankel transformed matrix. In this case, the linear Hankel operator and its conjugate transpose (or pseudoinverse) are needed.

**Further Reading**

For further reading, the referenced articles\(^{15,16,17}\) are excellent reviews on the topics in this talk.

**Acknowledgements**

No acknowledgement found.

**References**

8. Mani, Merry, Mathews Jacob, Douglas Kelley, and Vincent Magnotta. ‘Multi-Shot Sensitivity-Encoded Diffusion Data Recovery Using Structured Low-Rank Matrix Completion (MUSSELS)’. Magnetic Resonance in Medicine 78, no. 2 (1 August 2017): 494–507

**References**

8. Mani, Merry, Mathews Jacob, Douglas Kelley, and Vincent Magnotta. ‘Multi-Shot Sensitivity-Encoded Diffusion Data Recovery Using Structured Low-Rank Matrix Completion (MUSSELS)’. Magnetic Resonance in Medicine 78, no. 2 (1 August 2017): 494–507